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Figure 1. 2D plot of hash results, providing visual evidence of certain types of errors. (a)
LCG and (b) trig are obviously bad, with visible banding, linear artifacts, and repeated
patterns. (c) iqint3 and (d) xxhash32 are better, though this plot does not show that
xxhash32 is significantly better quality. (e) tea3 and (f) tea4 have 2D output, and (g)
hashwithoutsine33 and (h) pcg3d have 3D output, all four shown as color.

Abstract

In many graphics applications, a deterministic random hash provides the best source
of random numbers. We evaluate a range of existing hash functions for random num-
ber quality using the TestU01 test suite, and GPU execution speed through bench-
marking. We analyze the hash functions on the Pareto frontier to make recommenda-
tions on which hash functions offer the best quality/speed trade-off for the range of
needs, from high-performance/low-quality to high-quality/low-performance. We also
present a new class of hash tuned for multidimensional input and output that performs
well at the high-quality end of this spectrum. We provide a supplemental document
with test results and code for all hashes.
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1. Introduction

Random number generation comes up in a variety of contexts in 3D rendering. Re-
search into pseudo-random number generators (PRNGs) is almost as old as computer
science [Knuth 1978]. The goal of PRNGs is to provide a deterministic sequence of
numbers that are indistinguishable from a true uniform random process. It is impor-
tant that the generation of sequential random numbers be as fast as possible and that
it be possible to seed the generator to produce the same deterministic sequence on
subsequent runs of a program. It generally is not important that traditional PRNG
results appear random given adjacent seeds and most do not. It is also not particularly
important to be able to access a number from the sequence out of its sequential order;
some PRNGs allow this while others do not.

Unfortunately, both of these last two conditions are requirements for many graph-
ics applications, due to their need for both spatial locality and parallel execution.
For example, producing a random value per pixel in a GPU shader requires both that
nearby pixels be random relative to each other, and that each pixel should be able
to determine its value without first evaluating the PRNG for every other pixel with
a lower pixel index. A sequential program might be able to loop over all the lower-
indexed pixels to use a PRNG, but a GPU needs to be able to evaluate all the pix-
els independently, with each pixel remaining sufficiently random with respect to the
others.

For many graphics uses, a random hash is a better match than a PRNG. Perlin
noise uses a hash of several grid points close to the query point [Perlin 1985]. Unlike
PRNGs, random numbers based on location or other characteristics of the geometric
data are independent of the number and distribution of threads or order of evaluation.
Other applications use a hash of position, particle or object ID, or UV coordinate
[Wyman and McGuire 2017; Phillips et al. 2011; Wei 2004]. Random hashes need
to execute quickly on the GPU, need to be able to execute in parallel, need to be
sufficiently random when invoked with adjacent seeds, and often need to handle mul-
tidimensional inputs and multidimensional outputs. Also, some graphics applications
need high-quality random numbers, while others such as Perlin noise achieve accept-
able visual results even with lower-quality random values. As such, it is important to
understand the performance and quality needs of the application, and the performance
and quality characteristics of available hash functions.

Cryptographic hashes have many of the desired characteristics. If a cryptographic
hash of sequential values deviates in any detectable way from independent, uniformly
distributed random data, the correlation between values could be used as the basis
for an attack. Several researchers have used cryptographic hashes as a source of
random numbers for GPU and graphics code [Tzeng and Wei 2008; Zafar et al. 2010].
Unfortunately, though their quality is excellent, as a protection against brute-force
attacks cryptographic hashes are designed to be slow.
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Hashes for data structures are designed to be fast, since the insertion time is di-
rectly affected by the evaluation speed. However, even distribution in a hash table
is not the same goal as having a uniform random distribution. As our results show,
hashes designed for data-structure use tend not to produce high-quality random num-
bers when using adjacent seeds.

Many commonly used hash functions only accept one integer as input and output
another integer. We refer to these as one-dimensional or (1→ 1) hashing algorithms.
Many graphics applications require a hash function with vector input and/or vector
output, for example a 2D pixel-coordinate input with a 3D random-vector output. A
hashing algorithm with N -dimensions of input and M -dimensions of output would
be (N →M).

To know if a hash is a good fit for real-time GPU random-number generation,
it is necessary to measure both its quality and evaluation speed. Others have per-
formed these tests using the Diehard, SMHasher, or TestU01 test suites for quality
comparison [Zafar et al. 2010; Collet 2012; O’Neill 2014a]. However, many graphics
uses require multidimensional inputs to the hash (typically 1D–4D), and multidimen-
sional outputs (1D–4D). The best hash for use with 1D input and 1D output may
not be the best for 3D input and 3D output. In addition, many of the GPU hashes
in use today have only appeared in blog posts or shadertoy code, and have never
been formally evaluated or compared to other alternatives. This leaves anyone look-
ing for a good GPU hash with little guidance to decide which to use. We evaluate
over 100 hash variants, in terms of quality and speed for random number genera-
tion, and propose a class of new hashes with better quality for 3D and 4D use cases.
Based on our data, we make recommendations for hash use across the speed/quality
spectrum.

2. Background

Tests to compare the quality of random number generators typically perform exper-
iments using the generated values and evaluate whether differences from the known
expected result could be due to random chance. A first set of four tests was proposed
by Kendall and Smith [1938]. Since then, several more tests have been developed
and released in test suites such as Diehard, Statistical Test Suite (STS), Dieharder,
TestU01, and PracRand [Marsaglia 1995; Bassham et al. 2010; Brown 2017; L’Ecuyer
and Simard 2007; Appleby 2008; Doty-Humphrey 2019]. These test suites are used
to compare the quality of sets of random numbers, and thus can be used to compare
the randomness quality of hashing functions. For example, O’Neill [2014a] used the
TestU01 suite to compare random number generators and hash functions.

SMHasher [Appleby 2008] performs similar tests for data-structure hashes, eval-
uating the distribution of the hash across a hash table and its probability of collisions.
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A less rigorous test often used for graphics purposes draws the random values as
grayscale (or extracted single bits) into a 2D image [Zafar et al. 2010; Reed 2013].
This can show visual repetition and patterns, though not deeper statistical anomalies
detected by the more sophisticated tests (See Figure 1).

When performing a multidimensional optimization, the Pareto frontier contains
solutions where improving one dimension will make the other(s) worse. For hashes
where we care about both performance and quality, if a hash is on the Pareto frontier,
the only faster hashes will have worse quality, and the only higher-quality hashes
will be slower. For hashes off of the frontier, there is another hash in the set that will
improve at least one of the criteria without making the other criteria worse. Therefore,
we are primarily interested in identifying hashes that define the speed/quality Pareto
frontier.

The list of base hash functions we compare is given in Table 1. We also compare
several derived hashes created by applying the transformations in Sections 4.1–5.

3. Methodology

3.1. Testing Quality

Following O’Neill [2014a], we use the total number of TestU01 [L’Ecuyer and Simard
2007] BigCrush tests that failed as a measure of hash quality. BigCrush consists of
160 individual tests: a result of 0 means that the hash passed every test, and a result
of 160 means that the hash failed every test. The PractRand [Doty-Humphrey 2019]
provides more thorough testing for high-quality random number generators, but since
it runs with incrementally increasing test sizes and stops at the first failure, it appears
to provide less useful discrimination at lower quality levels.

To accelerate testing, we parallelized each BigCrush test on our high perfor-
mance computing facility cluster. To ensure consistency between CPU code used
for randomness testing, and GPU code used for timing, we created C++ classes and
functions to allow the HLSL hash code to be compiled as valid C++ code without
change. The input for each hashing algorithm was initialized to be an unsigned
integer with a value of 0, incremented each time that the hashing algorithm was
called.

TestU01 expects a sequential stream of integers as the output of any random num-
ber generator to be tested. For hashes that had a vector as the output, each value was
serialized. For example, a hash with three-dimensional output would produce X, then
Y, then Z for one index before incrementing the index. Since the randomness tests
include testing for translational repetition, this method will catch problems in any
single channel as well as between channels. We did try testing each component inde-
pendently, but the results did not significantly differ from rotating through the output
dimensions.
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Name Shortname Reference
Blum Blum Shub bbs [Blum et al. 1986]
CityHash city [Pike and Alakuijala 2011]
hash esgtsa [Schechter and Bridson 2008]
RandFast fast [Epic Games 2016]
Hash without Sine hashwithoutsine [Hoskins 2014]
Hybrid Taus hybridtaus [Howes and Thomas 2007]
Interleaved Gradient Noise ign [Jimenez 2014]
Integer Hash - I iqint1 [Quilez 2017a]
Integer Hash - II iqint2 [Quilez 2017b]
Integer Hash - III iqint3 [Quilez 2017c]
JKISS32 jkiss32 [Jones 2010]
Linear Congruential Generator lcg [Lehmer 1949; Press et al. 2007]
MD5GPU md5 [Tzeng and Wei 2008]
MurmurHash3 murmur3 [Appleby 2008]
PCG pcg [O’Neill 2014a]
PCG2D pcg2d [This paper]
PCG3D pcg3d [Epic Games 2016]
PCG4D pcg4d [This paper]
PseudoRandom pseudo [Epic Games 2014]
Ranlim32 ranlim32 [Press et al. 2007]
SuperFastHash superfast [Hsieh 2004]
Tiny Encryption Algorithm tea [Wheeler and Needham 1995]
Trig trig [Rey 1998]
Integer Hash Function wang [Wang 2007]
Xorshift xorshift32 [Marsaglia 2003]
Xorshift xorshift128 [Marsaglia 2003]
xxHash xxhash32 [Collet 2012]

Table 1. Hashes tested, short names used in plots, and the reference for each.

For multidimensional input, a Morton (or Z) ordering [Morton 1966] was used
to translate the single integer-sequence order of TestU01 into a vector of integers for
hash input. Since Morton ordering interleaves the bits of the vector dimensions, the
TestU01 translational repetition testing will catch repetitions in any of the dimensions.

3.2. Testing Performance

To test run-time performance, we measured execution time as reported by the GPU
profiler in Unreal Engine 4.19 (UE4) for a single screen-filling quad at 1280 × 720
pixel resolution. For every hash tested, a material was created and marked as translu-
cent, using an opacity of 1, such that no translucency was actually used. During
each test, one material is applied to the quad. Since the quad was the only poly-
gon in the scene with a material that was marked translucent, its sub-frame render-
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ing time appears alone in the timestamp-query-based UE4 GPU Profile performance-
measurement tool without needing to make any modifications to the core engine code.

In order to get measurable results, we executed each hash 10,000 times, feeding
the output of each iteration as the input to the next, so the GPU and compiler would
not optimize out any instructions. All timings reported here are the median of five
runs, divided by 10,000. Some additional overhead beyond the actual hash call could
be counted in the total per call, but only 10−5 of that overhead per call, so timings
should still be ordered the same as a single call to the hash function.

All timing tests were done on a Windows 10 computer with an NVIDIA GeForce
GTX 1080 graphics card with no other applications running. Given the simple, purely
computational nature of the code generated for any of these hash functions, the rela-
tive performance of our results should still be valid for other current and future GPUs,
though we expect there might be some change in the relative performance between
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Figure 2. Quality vs. performance for all hashes. Labeled hashes on the black line are in the
Pareto frontier, meaning they are the fastest hashes for their quality. Please see the supple-
mentary document for full data and hash code.
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integer and floating-point hashes on newer GPUs with faster 32-bit integer opera-
tions. As our best performing hashes were already integer, this would not significantly
change our results.

Hashing algorithms not originally implemented in HLSL were converted to HLSL.
In those cases, though C++ code could have been used for the TestU01 testing, the
HLSL code was used for both UE4 and TestU01 for consistency.

Figure 2 shows an overall plot of quality vs. performance of the hashes we tested.
Only hashes on the Pareto frontier are labeled, though detailed results as well as code
for all hashes are available in the supplementary materials. For a visual comparison
of a low-quality and high-quality hash from this set, see Figure 1(a) as compared to
(c), and (d).

4. Converting a (1 →) Hash to (N →)

Since many hash functions accept just one dimension of input, several methods have
been used in the literature to convert such hash functions to higher-dimensional input.

4.1. Linear Combination

A common way to convert a (1 →) hash to an (N →) hash is to use a linear combi-
nation of the input dimensions, usually with a prime multiplier between dimensions
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Figure 3. Using linear combination to increase the input dimensions of (1 →) hashes. The
first point of each line is the normal 1D hash. Each subsequent point increases the number of
dimensions of the input combined linearly. This graph shows that linear combination destroys
the hash quality for all hashes.
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[Hoskins 2014; Quilez 2017a]:

hash(aX + bY + cZ + d).

While this method is fast, Figure 3 shows that it greatly diminishes the quality of
the hash. This method generates repeating patterns in the hash, though how close they
are to each other is dependent on the choice of constants (see Figure 6(a)).

We only recommend this method when speed is the overriding concern and hash
quality is not important. The fastest multidimensional hash in our testing set is a linear
combination applied to lcg, though it fails 90% of the BigCrush tests.

Harnett [2018] used a variant of linear combination with xor instead of addition:

hash(aX ∧ bY ∧ cZ).

We tested this method with several (1 → 1) hashes and found this method improved
low-quality hashes forN = 2, but for higher-quality hashes and with a higher number
of dimensions, the results only got worse (see Figure 4).
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Figure 4. Combining (1 → 1) hashes with XOR. The first point of each line is the normal
(1→ 1) hash. Each subsequent point increases the number of input dimensions.

4.2. Nested

Perlin [1985] converted a (1→ 1) hash into (N → 1) for Perlin noise by nesting the
hash:

hash(X + hash(Y + hash(Z))).
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Figure 5. Using nesting to increase the number of input dimensions of (1 → 1) hashes.
The first point of each line is the normal (1 → 1) hash. Each subsequent point increases the
number of dimensions of the input by nesting the hash with itself for each dimension. In most
cases, the quality of the hash improves when increasing the dimensions of input. The time
increases linearly with each additional input. When considering multiple inputs by nesting
(1→ 1) hashes pcg is a good default choice in terms of both quality and performance.

Since this method uses the hash multiple times, it avoids the repetition and quality
problems of the linear-combination method. Unfortunately, with the increased quality
comes increased computation time, since an N -dimensional input will use the hash
N times (see Figure 5). When considering multiple inputs, pcg is a good default
choice for an (N → 1) hash in terms of quality per speed. Using iqint1 is only
slightly faster than pcg for middle-range quality. While lcg is the fastest hash with
this method, one should consider using the linear-combination method instead of the
nesting method if quality is not a concern (and consider a different hash than lcg if
quality is a concern).

(a) 2D linear combination (b) 2D nested

Figure 6. Comparison of the Wang hash using (a) linear combination, and (b) 2D nested
methods. Notice there are repeating patterns in (a), highlighted in the white squares.
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Figure 6 shows a visual comparison of linear combination and nesting on the same
base hash. The linear-combination method introduces repeating patterns in the hash,
while nesting does not.

4.3. Multi-byte

Some hash functions are designed to operate on variable-length input. This includes
hash functions designed to operate on strings or for file checksum operations. Since
these hashes can handle multi-byte input, they can be used as a (N →) hash by
feeding all N input coordinates as input. In order to handle the variable length input,
these hashes typically loop over the input in multi-byte chunks performing a set of
mixing operations at each iteration, with the output of one iteration as one input for
the next iteration. After the iterator completes, these hashes then typically execute
a final scrambling on output. In our test set, the following hashes are multi-byte,
city, murmur3, superfast, xxhash32. Figure 7 shows a comparison of these
multi-byte hash functions.
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Figure 7. Multi-byte hashes. The first point of each line is the normal (1 → 1) hash. Each
subsequent point increases the number of input dimensions; md5 appears off the right edge of
the chart.

5. Converting a (→ 1) Hash to (→ N)

There are many methods to convert a 1D-output hash into an ND-output hash. The
most popular is to use a single hash evaluation and apply a single additional lcg
step, ah + b, with different constants to generate each subsequent output. The most
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common variants of these use just addition (with a = 1), or just multiplication (with
b = 0).

A common method is one where the hash input is offset by an arbitrary number,
such as a prime, for each desired output beyond the first [Ebert et al. 2002]:

(hash(X), hash(X + a), hash(X + b)).

We call this method translated because, when used in a Perlin noise function, this
idiom appears as a translation of the input point.

6. Native Multidimensional Hashes

Multidimensional hashes use vectors for input and output. Typically, the number of
inputs and outputs is the same, but this is not always the case. Good quality mul-
tidimensional hash functions combine and intertwine their inputs in such a manner
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Figure 8. Results for (3 →) and (4 →) hashes. The hashes that fall along the black line
(labeled) are on the Pareto frontier, meaning they are the fastest hashes for their quality.
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that all components of the output change even if only one component of the input
was changed. This means the hash can also be used with fewer dimensions, holding
the unneeded input components constant. So, we can use a (3→ 3) hash function as
(2→ 3) or (1→ 3), without sacrificing quality, though possibly at a higher execution
cost than a lower-dimensional hash.

Figure 8 compares (3 →) and (4 →) hashes with any size output. Figure 9
compares only (3 → 3) and (4 → 4) hashes with 3D or 4D output. In both cases,
pcg3d and pcg4d fall on the Pareto Frontier and are a good default choice for
multidimensional high-quality hash functions; xxhash32 would be a good default
choice for (3→ 1).

Multidimensional hashes also have the advantage of being able to use fewer di-
mensions than the hash outputs. Due to dead-expression elimination by the compiler,
this may actually decrease the computation time of the hash.
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Figure 9. Results for (3 → 3) and (4 → 4) hashes. The hashes that fall along the black line
(labeled) are among the Pareto frontier, meaning they are the fastest hashes for their quality.
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6.1. PCG3D and PCG4D

Given the poor results for existing 3- and 4-input hashes, we present the pcg3d and
pcg4d hashes, which are natively (3 → 3) and (4 → 4), respectively. These hashes
have not been previously published, although an earlier version of pcg3d and a faster
variant producing 16-bit output (pcg3d16) were both originally developed by one
of the authors for use in the Unreal Engine [Epic Games 2016].

The design of these hashes is inspired by O’Neill’s permuted congruential gener-
ator [O’Neill 2014a]. This generator runs a low-quality lcg through a permutation
function to improve the quality. O’Neill provides significant guidance on what makes
a good permutation function. The sample implementation [O’Neill 2014b] uses a per-
mutation combining shifts, xors, and a bit rotation. Instead, we follow the guidelines
to create a simple permutation function inspired by generalized Feistel ciphers [Hoang
and Rogaway 2010; Sastry and Kumar 2012]. Generalized Feistel ciphers break the
input into independent parts and update each part in turn with a reversible operation
(typically xor or addition) with an arbitrary (not necessarily invertible) function of the
remaining parts. This process is reversible and proceeds for several rounds.

The pcg3d and pcg4d use a series of multiply-and-add operations as the basic
permutation round with a high-to-low bit mixing between rounds. They are effectively
unbalanced generalized Feistel networks, where 1/3 or 1/4 of the state is updated,
using addition as the blending function and a simple multiplication of all or part of
the remaining state as the round function. The result follows O’Neill’s guideline that
it should be a reversible permutation to avoid loss of state, while using only a limited
number of multiply/add operations:

uint3 pcg3d(uint3 v)

{

v = v * 1664525u + 1013904223u;

v.x += v.y*v.z; v.y += v.z*v.x; v.z += v.x*v.y;

v ˆ= v >> 16u;

v.x += v.y*v.z; v.y += v.z*v.x; v.z += v.x*v.y;

return v;

}

uint4 pcg4d(uint4 v)

{

v = v * 1664525u + 1013904223u;

v.x += v.y*v.w; v.y += v.z*v.x; v.z += v.x*v.y; v.w += v.y*v.z;

v ˆ= v >> 16u;

v.x += v.y*v.w; v.y += v.z*v.x; v.z += v.x*v.y; v.w += v.y*v.z;

return v;

}
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7. Conclusion

As shown in the results, no single hashing algorithm can fit every use case. Rather,
each algorithm on the Pareto frontier lies on a spectrum from the fastest algorithms to
the algorithms that yield the best results. Many of the hashes that fall along the Pareto
frontier were designed to be executed on the GPU with neighboring seeds. Chained
PRNGs with a state, such as city, murmur3, and ranlim32, may be great PRNGs
[Pike and Alakuijala 2011; Appleby 2008; Press et al. 2007] when used sequentially,
but when used in parallel with neighboring seeds, they fall short.

We conclude by providing a spanning set of exemplar algorithms for each usage
category, ordered from fastest to highest quality.

• (1→ 1): iqint1, pcg, xxhash32, pcg3d, pcg4d

• (2→ 1): iqint3, xxhash32 multibyte2, pcg3d, pcg4d

• (3→ 1): pcg3d16, xxhash32 multibyte3, pcg3d, pcg4d

• (4→ 1): xxhash32 multibyte4, pcg4d

• (N → N): pcg3d, pcg4d

In all the test cases, the fastest hashes are lcg, nested lcg, and xorshift128.
However, these hashes have such poor quality they are not practical without ad-
ditional scrambling operations. Because of this, we did not recommend lcg and
xorshift128 above.

The methods and results presented here will hopefully serve as a benchmark for
hashing algorithms in terms of quality and run-time performance.

8. Future Work

PractRand [Doty-Humphrey 2019] is a newer test suite that is more thorough than
TestU01 BigCrush [L’Ecuyer and Simard 2007]. We found better differentiation of
(fast) low-quality hashes using TestU01, but if several significantly higher-quality and
higher-performance hashes are discovered, PractRand would most likely be a better
differentiator.

It would be worthwhile to create a multidimensional hash test suite rather than
trying to borrow existing test suites that were designed for linear sequences. Such a
test suite could be more likely to notice problems in the domain than running a set of
one-dimensional experiments on the Morton order.

Given that most hashes tested in this work were not designed to simultaneously
optimize for both randomness and speed, there is certainly room for further develop-
ment of new fast and high-quality random hashes. One approach that has been suc-
cessfully used for hash development is random genetic-algorithm mutation of code.
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This could be successful for GPU or multidimensional hash development with an ap-
propriate choice of objective function with a balance of both factors. In addition,
there are very few hashes natively designed for multidimensional input and/or output.
Future work that provided options in the mid-range of Figure 8 could be particularly
useful.
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